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ARTIFICIAL INTELLIGENCE IN HISTORY EDUCATION:
OBSERVATIONS AND PERSPECTIVES

The article presents the results of cursory field research and the author’s own experience of using of
public chatbots based on artificial intelligence in history education, mainly during the course « The Actual
Issues of History and Culture of Ukraine». The author discusses the most typical examples of student
responses generated by these chatbots and attempts to identify the key indicators of such a violation of
academic honesty.

The results of the author s own experiments conducted during communication with ChatGPT and Bard
on topics related to the history of the Ukrainian Cossacks are presented. The current state of identification
of artificial intelligence-generated text by plagiarism checking systems and the ability of chatbots to
effectively rewrite academic texts is shown. The author presents the threats of using these tools in test tasks
and suggests an effective way to eliminate them. The main advantages, current and future, of using public
chatbots in history education are described, as well as ways to explain to students and teaching staff of
higher education institutions the great danger of such academic dishonest behavior.

Keywords: chatbot, artificial intelligence, ChatGPT, history education, threats to the educational
system.

Tapac KoBaneub (YepHisuyi)

WTYYHUU IHTEJIEKT B ICTOPUYHIUN OCBITI:
CNOCTEPEXEHHA TA NMEPCIMNEKTUBU

3acanvrnodocmynni wam-6omu na Oazi wmyunoeo inmenexkmy (L) weuoko cmaromv Hegi0 EMHOW0
yacmunorw Hawio2o xcumms. Lle npoepamui cepedosuwa, AKi 0A3YIOMbCA HA pe3yIbmamax pooomu
HEUPOHHUX MEPedC 3 BETULE3HUMU MACUBAMU NEPedyCiM MEeKCMOBUX OAHUX, W0 8PAX08VIOMb CneyuiKy
NPUPOOHUX TIHOOCLKUX MO8, MOXNCYMb CHPULLMAMU MeKCm, 68e0eHUll Kopucmyeayem, i eeHepysamu
mekcmosi 6i0nogioi. Hapasi icnytoms decsimku nonyisapHux wam-oomie, cepeod siKux Haubiibid 6i0oMi
ChatGPT, Bing, Claude i Bard.

Aemop nyonikayii edxce noHad PiK pemenbHO GUBYAE iX Ol 0cOOUCMUX Nompeb ma cnocmepieae 3a
CMPIMKUM NPOHUKHeHHAM yux cucmem LI 6 oceimuiti npoyec. 3a ocmauHi 08a HABYANbHI cemecmpu
3aCMOCY8AHHI CIYOeHMAMU MAaKuUX 4am-60mie Cmano HAO36UHAUHO NOWUPEHUM, XOU 30illCHIOEMbCA
nepesascHo 3 2pyoumM NopyuileHHAM axademiunoi dobpouechocmi. Texcm, AKuti nosuHex 3abesnedumu
8i0N06I0b HA PI3HI NUMAHHS 3 ICMOPIL, 2eHepyEMbCs Yam-00mamu (HeHOMEHANbHO WEUOKO, dle 3a2aloM
8IH HACMINLKU JC (PEHOMEHATLHO OANEeKUll 810 OUIKYBAHD.

Moorcna eudinumu  Kinbka cneyughiunux IHOUKAmMOpie, KOMpi 6KA3VIOMb HA MaKe NOPYUIeHHS
dobpouecnocmi: nepehpasysants, aOCOMOMHA V3A2ATbHEHICMb, NO30A8NEHICMb 0YO0b-SAKUX BANCIUBUX
¢axmie i 0am, abcypoHicmb meepodicenb mMa KAPOUHAIbHE NePeOilbUleHHs 8ANCIUBOCTE [CIMOPUYHUX
npoonem, nooditl ma ocib, 3MiuLy8aHHsL (YAKMOLOSITYHO20 MAMEPIATY 3 PI3HUX enoX, iICMOopIi Pi3HUX 0epicas
i Hapoois.

Benuxoro npobnemoro suoacmvcs nepenucysanns mexkcmy (pepaumune), 3 aKum uam-60mu 0obpe
daroms cobi pady i AKUll HAABHI cucmemMU NepesipKy Nadziamy He 8 CmaHi i0eHmupiKysamu.
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Cmoco6no mecmosux 3a80amb, 36a)CAIOYU HA IX NEePesadicHy NpoCmomy [ OpiEHMOBAHICMb HA
nepesipKy negHux ycmanenux ¢axmis, uam-6omu «3abesneyyiomovy Hasimo 0o 90% npagunvHux
gionosioeu. Texuiunum piwtennsm y yiil cumyayii modcymos Oymu cneyianvii niazinu Oisi 0OMedNCeHHs
nepexooy Midc 6K1a0KamMu bpayzepa, Xou GOHU NAAMHMI Ul He3PYUHI Y GUKOPUCTANHI.

€0unum oiesum cnocobom 8i0HOBUMU AKADEMIYHY Q0OPOUECHICb BUOAEMBCS CIPSIMYBAHHSL OCEIMSIH-
icmopuxie — He monepysamu noOiOHe 3ACMOCYBAHHI YUX CUCTEM, PEMETbHO NOACHIO8AMU CIYOEeHMAM ix
wKionusicmy 05l cghepu icmopuyHoi 0ceimu.

Yam-6omu na 6asi LI naspso uu 6y0yms konucsy 3a00poHeri abo nikgioogari. I[lompiono smupumucs
3 MUM, WO BOHU ICHYIOMb, | NPUCMOCYBAMUCS 00 MO20, K 60HU Hpayrooms. Lle cnpasdi npopusHi
MexXHON02il, KOMPI MOXHCYMb AKICHO NOKPAWUMU ICMOPUYHY 0C8IMY 8 MAOYMHbOMY, OOHAK, HA JCAb, He
8 MmenepiuHbOM).

Knrouosi cnosa: yvam-oom, wmyunuti inmeiexkm, ChatGPT, icmopuuna oceima, 3a2po3u oceimHitl
cucmenmi.

Introduction

New phenomena such as ChatGPT are rapidly becoming an integral part of our daily lives: they are
in the news, they are admired, they are hated, and sometimes they are compared to the most breakthrough
technologies in human history. What do they mean for history education today?

The actuality of the topic of our publication is extremely important, as it concerns almost all elements
and stages of history education. The main goal of the article is to present the peculiarities of practical use
of Al-based chatbots by students in the study of historical disciplines. The tasks of the publication are to
analyze the peculiarities of generating texts on topics related to historical disciplines by public Al-based
chatbots, to identify indicators of such texts, and to suggest ways to eliminate or at least reduce the threat
to the entire history education.

The state of research on the topic. Given that this is a very new field of research, the role of Al
in history education (including chatbots based on it) remains very poorly developed. Among Ukrainian
researchers, both educators and journalists, we can mention the studios of Oleksii Voronkin, Liliia Vitiuk,
Tetiana Lebid, Oleksandr Okhrimenko, and foreign researchers Kevin Roose and Marcin Frackiewicz.
When studying these publications, we almost always notice enthusiasm, recommendations to use ChatGPT
and its analogues as widely as possible, to adapt to the new conditions in which the educational process
appears!. Only here and there are timid remarks about the imperfections of public chatbots and the risks
associated with them.

Al-based chatbots: the principle of functioning
and the most popular models

A public chatbot based on Al is a software environment built on Al systems that is created to interact
with humans via natural languages. It is public because it is available to the widest range of users through
the web pages, messenger platforms, and voice assistants.

Each such system is based on neural networks that are trained on huge amounts of text data, hundreds
of billions of words, on the so-called principle of large language models (LLM). According to certain
algorithms, text is converted into tokens, and words are encoded based on the patterns of a particular
language. Next, neural networks, trained based on specific tasks, create certain software models that
recognize natural human speech and generate human-like text in response.

The most famous is ChatGPT by OpenAl company. It’s followed by Bing, Claude, and dozens of
others. One of the latest is Bard by Google. Each of these chatbots has its own features. Besides the
popularity ChatGPT is much slower than Bard in text generation speed. Its free version is still inferior to
most other popular chatbots as it still doesn’t have access to web searching systems.

ChatGPT has been available in Ukraine since the beginning of this year. Students (and not only them)
started using it for various purposes quite quickly. The easiest and the least honest way is to quickly
complete a homework.

It’s very fast method. All you have to do is enter a prompt, and the chatbot gives you a comprehensive
answer, grammatically mostly correct, formulated mostly flawlessly or with minor errors.

My first acquaintance with it. First (mis)use by students
Ever since I got acquainted with Al systems myself, [’ve been trying to communicate with them on
historical topics. A year ago, when even they weren’t available in Ukraine and I had to use them through
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VPN services, I was shocked by the complete absurdity of the historical text they generated, even on the
simplest issues. That’s why, in the first classes of my subjects in summer semester 2022/2023 and in winter
semester 2023/2024 academic years, I warned students about using Al chatbots.

The main course that I teach at Yuriy Fedkovych Chernivtsi National University is «The Actual Issues
of History and Culture of Ukraine», which is intended for students of non-specialists, i.e., non-historians.
I had classes at the Faculty of Law and the Faculty of Pedagogy, Psychology, and Social Work of our
university.

Last semester it wasn’t widespread, but this semester it is very, very noticeable. And at one of the
most prestigious faculties of the university, the Faculty of Law. In almost every academic group, during
seminars on this course, there have been cases of using public chatbots to generate material to answer
seminar questions.

First of all, let me briefly explain what the seminar looks like. There are usually three questions per
lesson (for example, the first is «Kyivan Rus under Volodymyr the Great», the second is «Causes and
process of division of Kyivan Rus», and the third is «Tatar-Mongol invasion and the death of Kyivan
Rus»), each of which is reported first by one speaker from students’ group and then discussed by his/her
colleagues.

So, very often, a student called to give a report, steps into the center of the auditorium, takes out his
(or her) smartphone, quickly enters a request, copying it from an electronic journal, and starts reading what
the chatbot has generated. It looks comical at first, and tragic a bit later.

Indications of (mis)using the chatbots in open-ended responses

The following indicators can be defined:

1. Paraphrasing.

The chatbot always paraphrases the wording of the question in the first few sentences. For example, if
the question is phrased «The Tatar-Mongol invasion and the death of Kyivan Rusy, it generates something
like: «At a certain period of the history of Kyivan Rus, this state experienced a phenomenon called the
Tatar-Mongol invasion, which led to the death of Kyivan Rus». At first glance, it looks like a human
«stretchingy the answer, but humans use this quite rarely, while chatbots use it all the time.

2. Generality and lack of details, dates, and facts.

At the beginning of my communicating with such chatbots (at least in early 2023), they were rapidly
generating facts and dates with absolutely no sense, missing by centuries.

Perhaps their developers realized that, and now chatbots are more cunning, they can tell that the Tatar-
Mongol invasion was (dividing the answer into informative blocks):

- a terrible phenomenon,

- had a great impact on Kyivan Rus,

- led to changes in the life of the population,

- violated the principles of freedom and democracy (that’s not a joke),

- took place at the end of the existence of Kyivan Rus, and so on.

That all goes without any specific date, name of a prince or khan, etc. Such generalized answers
without facts are indicative of texts generated by Al.

3. Absurdity of information and exaggeration of the importance of problems and persons.

If you ask a chatbot about some of the most famous figures or phenomena in the history of Ukraine, it
can give you several real facts about these figures/phenomena and a few fake ones. This was very vividly
demonstrated, for example, in short biography of Oles Honchar generated by ChatGPT and published
recently by the Novyi Kanal, which caused a true scandal in the Ukrainian information space?.

Some students use a combined approach, using both Al systems and recommended literature, which
is provided for each topic and is fully online. The transition from the material from a real book or article
to the text generated by chatbot is very noticeable, because currently, Al doesn’t distinguish between fact
and fiction at all’.

Another real-life and shining example
In a lesson about the system of government of Bohdan Khmelnytsky’s state, one student gave the
following information (first, I will give the correct answer for the uninitiated: the head of the state was
hetman Khmelnytsky himself, who relied on the General Council of starshyna, i.e., senior officers, Cossack
regiments and regions were led by colonels, hundreds by sotnyky, the commanders of hundreds; these facts
generally exhaust the answer).
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In the version of an unidentified chatbot (since students rarely name which ones they use, although
as was noticed from casual observations that it’s almost always ChatGPT), it was declared that the main
authority in Khmelnytsky’s state was some «rada riasna», which performed seemingly fantastically
important functions and was the best manifestation of freedom and democracy in the world ever. No less
important in the chatbot and student’s version was the «hetman’s duma» (let me remind that the duma was
a kind of parliament in the Moscow Tsardom), as well as the «Cossack sejm» (sejm was the parliament of
the Polish-Lithuanian Commonwealth at that time).

As we can see, the chatbot mixed different topics and historical periods. I still don’t identify where it
got the «rada riasna» from.

Finally, the chatbot came up with two Zaporozhian Hosts, the Upper and Lower, which fought each
other for a long time, but at last their leaders reconciled and began to live in peace and harmony. The end.

My own experiments with chatbots

When it goes about lesser-known figures in the history of Ukraine, chatbots just go for cosmic
fantasizing. Marko Zhmailo, a Cossack hetman in 1625, in one case they may consider to be a Ukrainian
writer of the 19" century, who was, according to both, ChatGPT and Bard, one of the most prominent
Ukrainian writers of the 19" century, in other cases a participant in the Euromaidan, one of the most
outstanding participants in the Euromaidan, in other cases a famous dissident, very bright sixtiers activist,
a great volunteer, etc.

I asked about several well-known Cossack hetmans. All generations of chatbots ended with a conclusion
like: that person played an exceptionally important role in the history of the epoch, that was a fighter for the
freedom and independence of Ukraine (although it’s often a lie), the memory of him still lives on among
the people (despite the fact that it’s mostly a lie).

Plagiarism and rewriting

All of these circumstances also raise the obvious question of checking text generated by Al systems
for plagiarism. Technically, this is mostly a new text that doesn’t repeat texts present in the databases. This
has become a certain problem, but now effective tools for identifying such text have been developed and
are currently being implemented in various plagiarism checking systems (I hope so).

The situation with rewriting is quite different. Previously, rewriting was performed manually or with
paid services that worked in a semi-automatic mode, but now any popular chatbot can handle rewriting and
does it so successfully that one of the best plagiarism checkers in Ukraine, Unicheck, cannot detect such
activity and treats the text rewritten by the chatbot as original. As my colleagues and I sadly joke, it will
soon be possible to rewrite in this way any existing publication and present it as authentic and new one.
But that may be the subject of another paper.

Popular chatbots and quizzes

In my practice, it also happened that artificial intelligence (Al) systems were used to perform tests.
Student sometimes «completes» quizzes by copying them into chatbots. These can be just single questions
or whole sets. And it gave from 40 up to 80-90% of correct answers. A big blow to the traditional knowledge
testing system, right?

Nowadays, there are technical ways to prevent this, such as special plugins that control the transitions
between browser tabs. For example, I prepare tests based on Google Forms, and this plugin detects whether
students stay on the active browser tab (the one with the test) or switch to other tabs. Unfortunately, all of
these plugins are paid, and I can’t afford to use them on my teacher’s salary.

Another limitation in using such plugins is that they are not suitable for all operating systems, they are
developed mainly for Windows and popular browsers like Chrome. It means that these plugins don’t work
for students who take tests on i10OS and less popular browsers.

A quite easy solution, in our opinion, would be to create a universal free online platform with similar
functions, i.e., the inability to switch to other tabs during the test or to record such switches. Another good
option would be to make it impossible to copy text from such a web page.

The best way to restore academic honesty
Given their convenience, public chatbots are unlikely to be successfully banned or liquidated. We need
to accept the fact that they will continue to exist, and adapt to the way they work. What are the ways to
avoid the unfair use of such chatbots in history teaching?



Kovalets T.  Artificial intelligence in history education: observations and perspectives 147

The only way, in my opinion, is the involvement of teachers. Once, when I abruptly stopped a student’s
report based on an absurd text generated by Al, that student was even offended and said that such tricks he
used in other lessons of the law subjects. Therefore, in my opinion, the involvement by the teaching staff
is the key way to stop the mass use of such absurd texts.

The best result can be given by the explanation, with multiple repeating, of the huge flaws in the work
of Al in generating history-related texts. Human psychology works like this: you need to repeat a lot to get
it understood.

Also, a certain temporary solution may be to return to such forms and methods of classroom work and
knowledge testing as oral examinations.

Can these chatbots be of any use?

Speaking about the huge number of disadvantages and inconveniences of using public chatbots based
on Al today, I don’t deny their huge and potentially breakthrough role in the educational process of the
future, including the study of historical disciplines. The forms and scope of such application can be limited
only by human imagination.

In my own practice, I widely use public chatbots for historical research, they save a lot of time in
processing technical data related to source documents, they are suitable for performing certain processes
in genealogical research, etc. In terms of history education, considering the features that appear in new
versions of chatbots, such as image generation, image analysis, audio recognition, etc. The need for their
use will only grow.

Some enthusiasts are trying to use these chatbots to turn history education into a game, to gamify the
lessons. So far, these attempts have been unsuccessful and sometimes very funny*.

With the increasing speed and depth of Al data processing, there will be for sure less and less absurdity
in the perception and coverage of the historical process by such chatbots (or at least I want to believe). I
also have no doubt that very soon the sphere of their use will move into virtual reality. Only time will tell
what forms it will take and how it will be used by educators.

In my subjective opinion, there are certain areas of science and education where the use of such
systems is fully justified, such as engineering, IT, wherever specific operations related to direct interaction
with machines, programs, etc. need to be applied. But for history education, at the moment, I see only one
clear advantage of using public chatbots — correcting spelling mistakes for Ukrainian text. Al systems do
a good job with this.

Conclusions

Currently, there is no Al-based chatbot that can replace the engagement of students in searching for and
processing materials on historical topics in higher education. The misuse of such tools is very noticeable
in the presence of a human specialist.

Public chatbots do much more harm than good in studying history. It seems very strange to me that
some colleagues are calling for making the work easier by asking ChatGPT to write tests for them, model
historical situations, etc. At present, public chatbots are so imperfect in this regard that every statement
and fact they provide needs to be verified, and this verification sometimes requires much more time than
creating tests or scenarios from history by ourselves.

In my opinion, the most brief and accurate description of the role and capabilities of Al in history
education is in the following quote by Ian Bogost: «The Al doesn’t understand or even compose text. It
offers a way to probe text, to play with text, to mold and shape an infinity of prose across a huge variety of
domains, including literature and science and shitposting, into structures in which further questions can be
asked and, on occasion, answered»®.

The threat from such chatbots is generally underestimated and will only increase. Reducing this threat
poses a serious challenge to modern history education. Only time will tell what Al chatbots’ dominance
will lead to in the future. If this (mis)use of them meets with apathy from teachers, our educational system,
and not just history education, will face further downfall and very difficult times.
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' For example: K. Roose, Dont Ban ChatGPT in Schools. Teach With It, URL: https://www.nytimes.
com/2023/01/12/technology/chatgpt-schools-teachers.html

2 IL Topnau, «/{osipsii, are nepesipsiiy: K eiopeazysanu na nowupenns getikosoi diocpagii Onecs I'onuapa,
cmeopenoi  ChatGPT, URL: https://suspilne.media/culture/435771-doviraj-ale-pereviraj-ak-vidreaguvali-na-
posirenna-fejkovoi-biografii-olesa-goncara-stvorenoi-chatgpt/

3 M. Duszczyk, ChatGPT moze zniszczy¢ Wikipedie. Halucynacje i zalew fatszywych historii, URL: https://
cyfrowa.rp.pl/technologie/art3842804 1-chatgpt-moze-zniszczyc-wikipedie-halucynacje-i-zalew-falszywych-historii

4 The Not-So-Accurate-History of France by ChatGPT, URL: https://www.thefrenchhistorypodcast.com/the-
not-so-accurate-history-of-france-by-chatgpt/

5 1. Bogost, ChatGPT Is Dumber Than You Think, URL: https://www.theatlantic.com/technology/
archive/2022/12/chatgpt-openai-artificial-intelligence-writing-ethics/672386/
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